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Abstract

A grid-free, Lagrangian method for the accurate simulation of low-Mach number, variable-density, diffusion-con-

trolled reacting flow is presented. A fast-chemistry model in which the conversion rate of reactants to products is limited

by the local mixing rate is assumed in order to reduce the combustion problem to the solution of a convection–dif-

fusion–generation equation with volumetric expansion and vorticity generation at the reaction fronts. The solutions of

the continuity and vorticity equations, and the equations governing the transport of species and energy, are obtained

using a formulation in which particles transport conserved quantities by convection and diffusion. The dynamic impact

of exothermic combustion is captured through accurate integration of source terms in the vorticity transport equations

at the location of the particles, and the extra velocity field associated with volumetric expansion at low Mach number

computed to enforced mass conservation. The formulation is obtained for an axisymmetric geometry where the impact

of radial symmetry is imposed partly through the introduction of an ‘‘adaptive’’ core function, used in the discretization

of the vorticity field, whose shape depend on the location of the computational element with respect to the axis of

symmetry, and partly through the implementation of the Green�s functions of the Poisson�s equation and the diffusion

equation. The core function is used to compute the velocity field, and in the simulation of diffusion, where the for-

mulation allows different computational elements to have different core sizes, using an extension of the vorticity re-

distribution approach. A fractional-step method is applied to decouple the convection and diffusion operators in the

equations in the nonreacting flow. In the reacting flow simulations, operator splitting is applied to decouple the con-

vection, generation and diffusion operators, while a second-order predictor–corrector integration is used in the con-

vection and generation steps. Numerical tests are used to examine the convergence rates of the algorithm using a

number of generic examples.
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1. Introduction

Lagrangian, grid-free solutions of the vorticity transport equation for incompressible and low Mach

number compressible flows, known broadly as vortex methods, are particularly suited for the simulation of

unsteady flows at high Reynolds numbers. Vortex methods, in different incarnations, have been suggested

and applied to external and internal flows, and their pros and cons have been analyzed and demonstrated in a

number of publications (for a recent survey, see [1]). Noteworthy among the pros are: the adaptivity of the

time-dependent simulations as the computational point transporting vorticity are moved with the flow field,
the lack of numerical diffusion, and the opportunity to avoid the ‘‘mesh tyranny’’ of grid based Eulerian

methods. As to the cons, the method in its primitive form is OðN 2), where N is the number of computational

elements, the relative complexity of applying the boundary conditions, and the difficulty in implementing

more complex physical processes such as nonlinear diffusion. Extension of these methods to more complex

flows, e.g., buoyancy driven flows and nonuniform density flows [2,3], especially at the inviscid limits, have

been successful, and for some simplifiedmodels of reacting flow, special methods have been proposed. Hybrid

methods that combine a vortex solution of the Navier–Stokes equations and a finite-difference solution of the

energy and chemical species transport equations have also been proposed for combustion simulations [4].
While still under development, these methods have shown success in several unique applications.

The success of vortex methods in capturing the large-scale dynamics of essentially inviscid, vorticity

dominated flow has been, at the same time, a blessing and a curse! On the one hand, it has been possible,

using different constructions of vortex methods, which were tailored to the flow of interest, to simulate with

relative ease flows that are relatively difficult to compute using conventional methods [5–7]. On the other

hand, and partly due to this success, the method has been regarded by some practitioners in the field as a

‘‘vortex model’’ which cannot be made to solve directly of the Navier–Stokes equations, in the sense on

converging to the solution of the equations as the numerical parameters are refined. Especially in three-
dimensional flows, these nearly inviscid flow simulations may be regarded as a form of large-eddy simu-

lation where the small vorticity scales are removed or suppressed by the numerical discretization or through

some small-scale suppression mechanism [8], with little negative impact on the ability of the method to

capture the large-scale dynamics. This, however, is the choice of the practitioner as one can indeed choose

to apply a more rigorous formulation in which both the convection and diffusion processes are simulated

accurately, and allowing for the time dependent proliferation of small scale, at the cost of increasing the

computational cost of the simulation. That last choice would lead to a ‘‘direct’’ simulation that can be

shown to converge to the exact solution of NS equations as the numerical parameters are refined, and to
agree with exact or other solutions of the governing equations.

One of the primary objectives of this paper is to demonstrate that, when properly constructed, a vortex

method can be shown to be a solution of the Navier–Stokes solution, even at a relatively small Reynolds

numbers when diffusion plays an important role. Another objective is to demonstrate that expected con-

vergence rates can indeed be achieved if the numerical resolution refined and the coupling between the

different transport processes are accurately implemented. Another objective is to show that a rather straight

forward extension of the method can be used to integrate other convection–diffusion equations which

govern the transport of ‘‘scalar’’, e.g., nonreactive chemical species which diffuse into a bulk medium while
being convected with it. The compatibility of the two algorithms, that is a vortex solution of the Navier–

Stokes equations and a particle method solution of the scalar transport equation improves the overall

efficiency of the simulations since convection of vorticity and scalar is done in a single step. Finally, it is

shown that the method can be used to solve a compressible low Mach number flow model for combustion,

where volumetric expansion due to the conversion of reactants into products leads to the local acceleration

of the flow, and the interaction between the pressure gradients and the density gradients acts a source of

extra vorticity. The coupling between the equations in this case makes it necessary to use a prediction–

correction method.
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The focus of the paper is on axisymmetric flows, and hence axisymmetric vortex and particle methods.

While the flow is essentially two-dimensional, it possesses some of the attributes of three-dimensional

flows that makes it more interesting than planar two-dimensional flows. Moreover, due to the presence of

an axis of symmetry, the choice of the core function is more challenging and requires special care.

Previous formulation of axisymmetric vortex methods have been suggested by, among others, Sod [9] and

Martins and Ghoniem [10], where a semistatistical solution of the diffusion equation was used, Rivoalen

and Huberson [11], where the axisymmetric form of the PSC method and the diffusion velocity method

were implemented (other contributions to axisymmetric vortex methods will be made in the text). In this
work, the diffusion equation is solved using the redistribution method [12,13] modified to account for the

presence of a finite core. The same core function used to represent the vorticity distribution of a vortex

element in convection is also used in the diffusion process. We focus on demonstrating the convergence of

the convection–diffusion method, and illustrate how it can be extended to the low Mach number reacting

flow simulations.

The paper is organized as follows. In Section 2, the formulation of the combustion problem in an

axisymmetric domain is presented with emphasis on the assumptions related to the transport coefficients

and the combustion model. The fast chemistry model is used to simplify the governing equations and in-
stead of integrating the chemical source terms, new conserved scalar variables are introduced. In Section 3,

the formulations of the different numerical schemes are presented, with emphasis on the core function of the

vortex ring elements, the diffusion algorithm and how the introduction of a core function impacts the

equations. The formulation of the variable density continuity equation is discussed in the same section, and

the treatment of the coupling between the different governing equations is discussed. In Section 4, appli-

cations of these numerical algorithms to a number of increasingly complex examples are used to study their

accuracy and convergence; exact solution and finite difference solutions are used for comparison. Finally

concluding remarks and future work are briefly discussed.

2. Formulation

The governing equations for an axisymmetric reacting flow at low Mach number, under the approxi-

mations listed below are, respectively, the conservation of mass, momentum, chemical species, energy, and

the equation of state (for a comprehensive reference, see [14]):

Dq
Dt

þ qr �~uu ¼ 0; ð1Þ

q
D~uu
Dt

¼ �rp þ 1

Re
r2~uu � qiz; ð2Þ

q
DYk

Dt
¼ 1

LePr
r2Yk þ Kkwf ; ð3Þ

q
DT
Dt

¼ 1

Pr
r2T þ Qf wf ð4Þ

and

qT ¼ 1PK
k¼1 Yk=Wk

: ð5Þ
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The definitions of the variables are: t is time, q is density, the velocity has two components: u is in the radial,

r-direction, and v is in the axial, z-direction,~uu ¼ u; vð Þ, we take z to be the vertical direction with unit vector

iz, p is pressure, Yk is the mass fraction of a of the chemical species such that qYk is the mass of that species

per unit volume, k ¼ 1,K, wf is the rate of formation/consumption of fuel per unit volume due to the

chemical reaction (it is taken as a positive quantity, while the mass stoichiometric coefficient, Kk, determines

whether the rate is for formation, Kk > 0, or consumption, Kk < 0 ), T is temperature such that qcpT is the

enthalpy per unit volume, where cp is the specific heat at constant pressure, Wk is the molecular weight, and

K is the total number of chemical species. The variables in these equations are normalized with respect to a
suitably selected parameters, namely, a length scale, ro, and a velocity scale, Uo ¼

ffiffiffiffiffiffiffi
rog

p
(since, in this paper,

we use this formulation to simulate a gravity driven flow), time scale ro=Uo, free stream density and tem-

perature, qo and To, pressure scale, qoU
2
o , with Qf , the enthalpy of reaction per unit mass of fuel is nor-

malized with respect to cpTo (because of the definition of wf , Qf is taken as a positive quantity as well), and

Re ¼ qoUoro=l, Pe ¼ Uoro=a and Le ¼ a=D, being the Reynolds, Peclet, and Lewis numbers, respectively,

where a is the thermal diffusivity and D is the material diffusivity. The total derivative has the usual def-

inition:

D

Dt
¼ o

ot
þ ~uu � r
� �

;

the gradient

r ¼ o

or
ir;

o

oz
iz

� �
;

and the Laplacian

r2 ¼ o2

or2
þ 1

r
o

or
þ o2

oz2
:

The chemical reaction, assumed to be single step and irreversible, accounts for the consumption of the

reactants; the fuel (f) and the oxidant (o), in the presence of a diluent (d), and the formation of products (p)
according to the following stoichiometry

t0f Xf þ t0oXo þ t0dXd ! t00pXf þ t00dXd ; ð6Þ

where t0k is the molar stoichiometry of the reactants and t00k is that of the products, the mass stoichiometric

coefficients in the species transport equations are: Kf ¼ �1, Ko ¼ �ðt0oWoÞ=ðt0f Wf Þ ¼ �u;Kp ¼ 1þ u, and
Kd ¼ 0. For a diluent, which does not participate in the chemical reactions, t0d ¼ t00d .

Following the low Mach number approximation, the ‘‘thermodynamic pressure’’ in the equation of state

is taken to be spatially uniform, and in this unconfined flow (neglecting O(M2) variations), it is temporally

invariant as well. This is equivalent to assuming that the flow is ‘‘inelastic’’, i.e. the density is only allowed

to change due to temperature variations associated with heat addition via the chemical reaction and/or

other transport processes that conducts heat away form the high temperature zones, but not as function of

the pressure. In fact, as will be shown in detail next, the equation of state is used to update the density

according to the changes in the temperature and species concentration, both evaluated from their corre-

sponding transport equations (see [15] for more detail). The total density variation is then used in the mass
conservation equation to determine the divergence of the velocity field, one of two components of the total

velocity. Decoupling the spatial variation of the pressure and density is tantamount to assuming that

acoustic wave velocity is much faster than the flow velocity, and hence, pressure discontinuities are not

allowed in this flow. Pressure variations, nevertheless, contribute to the momentum balance and are re-

tained in Eq. (2). Changes in the average molecular weight due to the chemical reaction are retained in the
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equation of state, and impact the temperature–density relation in Eq. (5). Note also that we do not use a

Boussinesq approximation in the momentum equation, and instead allow for arbitrary density variation,

which, in typical combustion problems, can reach 8:1 (e.g., for stoichiometric hydrocarbon combustion in

air). Strong density variation leads to restrictions on the time steps used in the computations, and more

computational points are used in areas where the spatial density gradients are steep.

One important feature of reacting flows is the variation of the viscosity and the diffusion coefficients with

temperature. This is neglected in this work in order to simplify the treatment of the diffusion terms in the

conservation equations. We have recently extended the diffusion algorithm to allow for variable diffusion
coefficients (nonlinear diffusion) and plan to publish these results in the future. In this paper, however, we

focus on demonstrating the convergence of the combustion scheme where the coupled equations are solved

simultaneously without addressing the complexity of nonlinear diffusion. We have also assumed that all the

species diffusion coefficients are equal, and that the constant-pressure specific heat is constant. These as-

sumptions can be relaxed without adding much complexity to the formulation, as will be shown on latter

publications. Implicit in the formulation is also neglecting the Soret and Defour effects, and the assumption

that all species diffuse in the bulk (which is the diluent). These assumptions, while restrictive, do not sig-

nificantly modify the essential physics of combustion.
The ‘‘vortex’’ based solution of Eqs. (1)–(5) is obtained following two significant steps, in which the

momentum equation is replaced with vorticity transport equation, and the chemical species transport

equations are replaced with an equation governing the transport of a conserved scalar, assuming that the

chemical reaction is much faster than the transport processes. In the first, we obtain the vorticity-transport

equation by taking the curl of Eq. (2), and noting that for this flow, ~xx ¼ xih, and x ¼ ðou=ozÞ � ðov=orÞ
(with positive vorticity being in the clockwise direction). The resulting equation, after using the continuity

and momentum equations, is

q
ox
ot

�
þ ~uu � r
� �

x � u
r

�
�r �~uu

�
x

�
¼ � az

oq
or

�
� ar

oq
oz

�
þ 1

Re
r2x
�

� x
r2

�
; ð7Þ

where

ar ¼
Du
Dt

and az ¼ 1

�
þDv

Dt

�
:

The first term on the right-hand side (RHS) corresponds to vorticity generation due to baroclinic effects,

that is, due to the acceleration of fluid elements in a finite density gradient.

In the second step, we formulate a conserved scalar equation which models diffusion controlled com-

bustion. In this work we are interested in a particular class of combustion problems in which, initially and/
or upstream of the combustion zone, fuel and oxidizer flow in separately as two distinct streams, as in jet

diffusion flames, reacting mixing layers or fires. In these phenomena, burning occurs only after fuel and

oxidizer mix at the molecular level at a ratio determined by chemical stoichiometry, u, followed by an

‘‘ignition delay period’’ defined by the chemical reaction rate. For high temperature reactions, the latter is

much shorted than diffusion time scales, and hence the burning rate is determined by the rate at which the

fuel and oxidizer mix by diffusion. These phenomena are known to be high Damkohler number problems,

where the latter is the ratio between the diffusion time scale and the chemical reaction time scale. In such

cases, the reaction zone, where the fuel and oxidizer concentrations are nonzero, remain much thinner than
other length scales because the chemical reaction tend to consume the mixture of fuel and oxidizer soon

after it is formed. In the limit of extremely fast reactions, the reaction zone is infinitely thin, i.e., the fuel and

oxidizer never coexit, and that simplifies the analysis considerably.

One approach to solving problems in which the chemical reaction is much faster than the transport

processes, is to define a Schvab–Zeldovich, ‘‘conserved species’’
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g1 ¼ Yo � uYf ð8Þ

for which, as can be seen from the governing equations and the definition of the stoichiometric coefficients,

the transport equation is devoid of a chemical source term, that is;

q
Dg1

Dt
¼ 1

LePr
r2g1; ð9Þ

i.e., this Schvab–Zeldovich variable is a conserved ‘‘species’’ whose evolution is governed by convection and

diffusion only. The advantage of using this variable is as follows. In the case of a truly fast reaction, as soon

as the reacting species interdiffuse, i.e. mix at the molecular scale, they react forming products, i.e. reactants

cannot coexist but over a very small ‘‘interfacial’’ zone on the order of magnitude of the diffusion thickness
of the flow, and for a very short period of time, the time for the chemical reaction to proceed. Thus, in this

case and at the limit of ‘‘infinitely’’ fast reaction, YoYf ¼ 0, and the reaction surface (line in a two-di-

mensional model) can be defined by the equation

g1ð~xx; tÞ ¼ 0: ð10Þ

Moreover, on one side of the reaction surface, the oxidizer side, the conserved scalar reduces to g1 ¼ Yo, while

on the other, fuel side, g1 ¼ �uYf . Thus, one needs only to solve a single species transport equation for a

conserved scalar to determine the location of the reaction front separating fuel and the oxidizer, and the

distribution of the both reactants, on both sides of the reaction surface. Moreover, a diluent is a conserved
scalar and its concentration is obtainedby solving a sourceless equation aswell. Furthermore, by construction,

XK

k¼1

Yk ¼ Yf þ Yo þ Yd þ Yp ¼ 1; ð11Þ

and one can determine the products mass fraction distribution from knowledge of that of the reactants and

diluent mass fractions. Needless to say, not having to integrate the chemical source terms in the species

transport equations, which is often stiff and forces the time step to very small values, adds to the attrac-

tiveness of this approach.

Similar treatment can be applied to obtain the temperature distribution: We combine the temperature, in

the case of unity Lewis number, with the products mass fraction to formulate a second Schvab–Zeldovich
variable,

g2 ¼ T � Qf

1þ u
Yp; ð12Þ

which is governed by a transport equation of a conserved scalar similar to Eq. (9), but with different

boundary conditions.

Finally, by properly normalizing all the Schvab–Zeldovich variables, and the diluent concentration, with

respect to their values upstream, in their corresponding free streams, one can define a single ‘‘generic’’

conserved scalar,

s ¼ gi



� gi;o

�
= gi;f



� gi;o

�
; ð13Þ

where gi;f and gi;o are the values of gi in the free streams carrying the fuel and oxidizer, respectively, and

i¼ 1, 2 for the two variables defined by Eqs. (8) and (12). This normalized conserved scalar is governed by a

sourceless convection–diffusion equation,

q
Ds
Dt

¼ 1

Pe
r2s; ð14Þ
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where s ! 1 in the free stream carrying the fuel species, and s ! 0 in the free stream carrying the oxidizer

species. The solution of this single equation is sufficient to extract the distribution of all the reacting species,

the reaction front location, and the temperature under condition of very fast, diffusion controlled burning.

In this work, we use this limit to demonstrate the workings of the numerical algorithms. Finite-rate

chemistry simulations with similar but modified algorithms have been attempted [16], and will be discussed

in the context of the current algorithms in more detail in future publications.

3. Numerical algorithms

In the following we review the basic concepts in vortex and particle methods for axisymmetric flows, first

for a nonreacting incompressible flow that transports a conserved scalar, then discuss their extension to low

Mach number, reacting compressible flows. In the first part, the focus is on the formulation of the core

function used to desingularize the vorticity and velocity associated with each element, and the evaluation of

the vorticity-induced velocity field. Contrary to previous work in this area, we introduce a core function

whose form depends on the location of the center of the element with respect to the symmetry line, this form
is obtained conveniently from the Green function of the diffusion equation. The diffusion algorithm is then

described in some detail. Diffusion plays a significant role in the evolution of flows at low and moderate

Reynolds numbers (and at high Reynolds number in the close vicinity of solid walls) and, in particular, it

governs the mixing rates in reacting flow. Thus, special attention is paid to the accurate simulation of the

diffusion rate in this Lagrangian, grid free setting. In the second part, we discuss the impact of velocity

divergence generated as the flow experience drop in density as the chemical reaction proceeds (due to the

temperature rise following the exothermic heat release), and how to treat the source terms in the vorticity

transport equation (which can also be extended to that of reacting scalar). The coupling of the equations
through density variation is also discussed in detail.

3.1. Treatment of the incompressible vorticity field

The governing equations of vorticity transport in a constant density flow are simplified to

ox
ot

þ ~uu � r
� �

x � u
r
x ¼ 1

Re
r2x
�

� x
r2

�
ð15Þ

with r �~uu ¼ 0. While there is a source term in this equation, it is actually a vorticity stretch term that
vanishes in the context of a circulation-based formulation, in which the circulation associated with vortex

ring elements is considered as the dependent variable.

3.1.1. Discretization and the core function

The starting point in the construction of an axisymmetric vortex method is the discretization of the

continuous vorticity field among a number of computational vortex ring elements distributed within its

support. In a direct simulation of a convective–diffusive process, the distance between neighboring elements

is chosen to be on the order of magnitude the diffusion length scale, the smallest length in the problem, as

will be shown later. In a time dependent simulation, more elements are continuously introduced to fill the

gaps that form between the neighboring elements created by the convective stretch arising due to a non-

uniform velocity field. More elements are also added on the outer fringes of the existing cloud of elements in
order to capture the ever-expanding vorticity field due to diffusion. Alternately, the vorticity field repre-

sented by a distribution of vortex elements, having a particular core radius, can be mapped over another set

of element with a different distribution and different cores. The distribution of the new element must be

constructed carefully in order to satisfy some regularity requirements, and to cover the vorticity support.
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A vortex element located at vi ¼ ðri; ziÞ has a core radius di, circulation Ci, and a core function [17]

expressed as

f1dðx; viÞ ¼
1

d2
i

f1
ri

di
;

z � zi

di

����
����; r

di

� �
: ð16Þ

The vorticity field is approximated by

xdðx; tÞ ¼
XN

i¼1

Ci f1d x; við Þ: ð17Þ

This approximation amounts to convolving the continuous vorticity distribution with the core function,

and approximating the resulting integral using a quadrature rule. In most two (planar) and three-di-

mensional implementations of the vortex method, the core function is chosen to be point symmetric

around its center. The latter ensures that the core function satisfies the moment condition, to some

order. In this work, we use core functions that are asymmetric around the center of the core, with the

asymmetry becoming more pronounced as the element approaches the centerline of the domain.
Forcing the core function to depend on the location of the element center with respect to the axis of

symmetry is motivated by the need to capture the asymmetry of the vorticity/velocity distribution with

respect to the center of a ring element, especially when the center is close to the axis of symmetry of

the flow, ri=di � Oð1Þ. This asymmetry manifests itself most clearly very close to the centerline of the

domain; where the vorticity is zero, and this condition must be satisfied numerically. The extra ad-

aptivity gained by using asymmetric cores has been found beneficial in reducing the number of elements

required to describe a given vorticity field, especially close to the centerline. The formulation also allows

the core radius to vary among elements, depending on their location. Note that in the rest of the paper,
x is used to describe the discrete vorticity field, instead of xd, except when equations similar to (17) are

used.

The core function can be constructed using some of the kernel functions described in the literature. For

reason that will become clear soon, the core function used here originates in the Green�s function of the

axisymmetric diffusion equation. That function describes the evolution of vorticity originally concentrated

at a point, x x; xi; 0ð Þ ¼ d r � rið Þd z � zið Þ, after time t, and is given by

xðx; xi; tÞ ¼
2pri

4pmtð Þ3=2
I1

2rri

2mt

� �
exp

 
� r2 � r2i þ ðz � ziÞ2

2mt

!
; ð18Þ

where I1 is the modified Bessel function of the second kind of order one. Normalized to satisfy the zero

moment condition, the core function can be written in the following form

f1 ¼
2

1� e�r2i =d
2
i

� � ffiffiffi
p

p
ri

di
I1

2rri

d2
i

 !
exp

 
� r2 � r2i þ ðz � ziÞ2

d2
i

!
: ð19Þ

Although this core function, being asymmetric with respect to r, does not satisfy the moment conditions; it

can be shown to be second order accurate [18]. This will be confirmed using the numerical results as well.

Note that the core radius can be chosen as being the same for all elements, or vary slowly between elements.

We should remark here that a point symmetric core function does not enforce the correct zero vorticity

boundary condition at the symmetry line and does not capture the local distortion of the vorticity field near
that line, nor does it enforce the correct vorticity flux there. The core function suggested here avoids these

shortcomings.
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3.1.2. The velocity field and convection

The vortical velocity produced by a vortex ring element is obtained by convolving the Green function of

the Poisson equation in axisymmetric coordinates with the element vorticity described by the core function

(see also [19,20]). The Poisson equation governing the stream function is r2 w=rð Þ ¼ �x; the stream

function is defined such that the radial velocity is

ux ¼ � 1

r
ow
oz

;

the axial velocity is

vx ¼ 1

r
ow
or

:

The solution of this equation, written for the velocity components, is:

ux ¼ � Ci

2pr

Z 1

�1

Z 1

0

z

�

� z0
� d1 þ d2

d1d2
K kð Þ
�

� d1
d2

�
þ d2

d1

�
E kð Þ
2

��
f1d r0; ri; z0



� zi

�
dr0 dz0; ð20Þ

vx ¼ Ci

2pr

Z 1

�1

Z 1

0

r � r0

d1

��
þ r þ r0

d2

�
K kð Þ � d1 þ d2

2

r � r0

d2
1

�
þ r þ r0

d2
2

�
E kð Þ

�
f1d r0; ri; z0



� zi

�
dr0 dz0;

ð21Þ

where

d2
1 ¼ r



þ r0

�2 þ z



� z0
�2
; d2

2 ¼ r



� r0
�2 þ z



� z0

�2
; k ¼ d2 � d1

d2 þ d1
;

K and E are, respectively, the complete elliptic integrals of the first and second kind. The double integrals in

these expressions may be performed numerically during the computations, which is very costly, or the

values of the double integrals can be obtained from lookup tables precomputed for given ranges of

ðr � riÞ=di, r=di, and ðz � ziÞ=di. These ranges extend a distance away from the ring element center where the

core function decays to very small values, Oð10�7Þ; beyond this range, the following point vortex ring

solution is applied:

ux ¼ � Ci

2pr
zð

�
� ziÞ

d1 þ d2
d1d2

K kð Þ
�

� d1
d2

�
þ d2

d1

�
E kð Þ
2

��
; ð22Þ

vx ¼ Ci

2pr
r � ri

d1

��
þ r þ ri

d2

�
K kð Þ � d1 þ d2

2

r � ri

d2
1

�
þ r þ di

d2
2

�
E kð Þ

�
ð23Þ

and ðr0; z0Þ are replaced with ðri; ziÞ in the definitions of ðd1; d2Þ. (Note that tabulated values can also be used

as a time saving tool for point vortex approximation. In this case, the core radius is no longer a parameter
and the dimensions of the tables are reduced making the search more computationally efficient.) Tabulation

is obtained using the trapezoidal rule to compute the integrals; interpolation among neighboring values is

utilized whenever necessary. Since the vorticity has been desingularized, the above integrals can also be used

to evaluate the self-induced velocity of the ring element. Caution, however, must be exercised when ap-

plying this procedure to very thin elements, d=ri 6 0:05, for which very large velocities are encountered near

the center of the core, requiring finer grids in evaluating the integrals. This difficulty is remedied by adding a

small extra smoothing to the values of r21 and r22 equal to 0:56d2. The multiplier was chosen such that the

self-induced velocity calculated in this approach matches its exact value (evaluated using a very fine grid).
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The velocity field is used to convect the vortex ring elements, without changing their circulation. This is

because

C ¼
Z

A
xdrdz;

ox
ot

þ ð~uu � rÞx � u
r
x ¼ 0;

and the volume of the element is conserved, r �~uu ¼ 0, and hence

oC
ot

þ ~uu � r
� �

C ¼ 0:

As shown in the following sections, second-order time integration is performed to convect the vortex el-

ements, in which two velocity computations are utilized each convective time step and a second-order Euler

integration method is applied to find the new location of their centers.

After few convection steps, the distance among these elements may increase if strong shear, or velocity

gradient, exists, especially at high Reynolds numbers and in the neighborhood of zones of strong vorticity.

In other zones, this distance may decrease continuously, due to the existence of negative strains. Without

accurately redistributing the vorticity among elements, whose interdistance is carefully selected, the accu-
racy of the simulations deteriorates quickly [21]. This is due, in part, to the local loss of resolution, and the

violation of the condition of core overlap, which must be satisfied when applying finite-core vortex

methods. The process of redistributing the continuous vorticity field, which is computed from the element

strength using Eq. (17), among a new set of elements or the existing set of elements supplemented with extra

elements, is done during the implementation of the diffusion algorithm, which is described in the next

section. A fraction of the elements may also be removed if their interdistance falls below a minimum value.

Summing the circulation associated with a number of neighboring elements, and assigning the sum to a new

element located at the ‘‘center of mass’’ of the deleted elements is one way to do this element removal.
In an incompressible flow, the velocity has two components: one generated by the vorticity, and the

other is an irrotational velocity field resulting from imposing conditions at the boundaries of the compu-

tational domain, e.g., the no-flow boundary condition (in semiconfined flows) or the ‘‘free stream’’ velocity.

The latter is not addressed in this work, as all the examples considered are flows in open domains.

3.1.3. Diffusion

In the next substep, diffusion is simulated via a modified redistribution algorithm in which vortex ring

elements with finite cores are used to discretize the vorticity field. In this regard, this scheme is an extension

of the work of Shankar and van Dommelon [12,13] and Shankar and Ghoniem [22] where point vortex

elements were used instead of elements with finite cores [23]. Using a finite core is necessary to remove the

velocity singularity in the Bio-Savart law and to provide a rational basis for interpolation between

neighboring computational points. In prior implementations, a combination of desingularized vortex
points for velocity calculations, singular vortex points for diffusion, and a core function to reconstruct the

vorticity were used. In this work, a single core function is used for these three steps. Some of the early

references to similar vorticity redistribution methods to simulate diffusion appear in Raviart [24], and the

work of Rossi [25] shows other algorithms for redistributing the vorticity via diffusion. Implementation of

other particle based diffusion methods in axisymmetric domains have appeared in the literature, we mention

the work of Rivoalen and Huberson [11] on the particle strength exchange method [26,27] and the diffusion

velocity method [28], as well as the application of a modified version of the random walk method in [10].

In the redistribution method, at each time step, the circulation of each element is redistributed amongst
itself and its neighboring elements to account for the expansion of the vorticity field due to diffusion, i.e.,

vorticity ‘‘spilling’’ outside its original domain due to diffusion is captured by the neighboring elements,

without changing the location of the elements. The method, therefore, is essentially explicit in time, and relies

on the linearity of the diffusion equation to approximate the solution as superposition of the diffusion of all

the vortex elements. A set of linear algebraic equations for the evolution of the vorticity of each element is
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formulated to approximate the solution of the diffusion equation. These equations are used to determine the

fraction of the vorticity to be assigned to each neighboring element following diffusion, and are obtained by

matching a number of moments of the exact solution of the diffusion equation for a single element to those of

the approximate solution, with the order of approximation depending on the number of matched moments.

To ensure adequate resolution, the interdistance between element must of the order of magnitude of the

diffusion length scale, Oð
ffiffiffiffiffiffiffiffiffiffi
kmDt

p
Þ with k  4. This most often requires the addition of new elements on the

outer edges of the union of the existing elements. Since the presence of strong shear associated with con-

vection near walls or in the vicinity of shear layers increases the distance between elements in the direction of
maximum strain, more elements are often required within these areas. At least in an incompressible flow, this

may also leads to local crowding of elements: as the distance between elements increases in the direction of

extensive strains, it decreases in the perpendicular direction, and one can take advantage of this property to

remove elements where they become overly crowded, i.e. where the distance is smaller than the diffusion scale.

Finally elements outside the original support of vorticity must be constantly added, within the same diffusion

length scale, to capture the spilling of vorticity outside its original domain. It is inevitable that the number of

element in the domain will proliferate until the field becomes saturated, or unboundedly in an open domain.

To obtain the redistribution equations, recall that the element vorticity field at time t, described by

xðx; v0; tÞ ¼
C0

1� e�r2
0
=d20

� � 2r0ffiffiffi
p

p
d3
0

I1
2rr0
d2
0

 !
exp

 
� r2 � r20 þ ðz � z0Þ2

d2
0

!
; ð24Þ

evolves according to the solution of the diffusion equation,

ox
ot

¼ m r2x
�

� x
r2

�
;

in infinite space, to

xðx; v0; t þ DtÞ ¼ C0

1� e�r2
0
=d2

0

� � 2r0ffiffiffi
p

p
d3

I1
2rr0
d2

� �
exp

 
� r � r20 þ ðz � z0Þ2

d2

!
ð25Þ

after timeDt, where d2 ¼ d2
0 þ 4mDt.We note that the circulation of the vortex ring element decays by the ratio

CDt

C0

¼ 1� e�r2
0
=d2

1� e
�r2

0
=d20

during the same period of time, due to diffusion across the centerline of the domain. Thus, the above

equation can be written in terms of the this new circulation as

xðx; v0; t þ DtÞ ¼ CDt

1� e�r2
0
=d2

� � 2r0ffiffiffi
p

p
d3

I1
2rr0
d2

� �
exp

 
� r2 � r20 þ ðz � z0Þ2

d2

!
: ð26Þ

The essence of the redistribution method is to approximate the vorticity associated with an element, called

here the ‘‘source’’ element, at ðt þ DtÞ and expressed by Eq. (26), using a number of elements, called here the

‘‘target’’ elements, composed of the same element plus a number of its neighbors using the following form

xdðx; v0; t þ DtÞ ¼
XNi

i¼1

Ci f1d0 x; við Þ; ð27Þ

while xd ¼ x and the RHS of the last approximation is expressed by Eq. (26), Ni is the number of elements

participating in the redistribution, i.e. the number of target elements, and d0 is the original core of the source
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and target elements, if the core radius is kept the same throughout the simulations. Therefore, the redistri-

bution process is applied to bring the core radius of the elements at ðt þ DtÞ back to their original value at t,

while changing their strength due to diffusion. In the process of redistributing the element vorticity, the

number of elements,Ni, and their locations are selected according to rules that will be described later. The core

radius can be kept the same or changed, if desirable, and the same applies for the location of these elements. In

either case, these locations and cores must be specified before the redistribution equations are solved.

The ‘‘redistribution’’ equations are obtained using the following moment conditionZ 1

�1

Z 1

0

rð � r0Þn1 zð � z0Þn2xðx; v0; t þ DtÞdrdz

¼
XNi

i¼1

Z 1

�1

Z 1

0

rð � r0Þn1 zð � z0Þn2xiðx; vi; t þ DtÞdrdz for 06 n1 þ n2 6 2 ð28Þ

where xi is the ‘‘portions of the vorticity’’ assigned to the target elements, and 06 n1 þ n2 6 2 applies for a

first-order spatial approximation, OðhÞ, or alternatively, Oð
ffiffiffiffiffi
Dt

p
Þ. Substituting for the corresponding ex-

pressions form equations (26) and (27) and carrying out the integrals, we get the following algebraic

equations governing the fractions, bi ¼ DCi=Cj, of circulation of the original element that are assigned to

the target elements due to the diffusion of element j whose total circulation is Cj:

XNi

i¼1

bi ¼ 1;

XNi

i¼1

I0 g=2ð Þ þ I1 g=2ð Þð Þe�g=2r2i
1� e�gð Þ bi ¼

I0 l=2ð Þ þ I1 l=2ð Þð Þe�l=2r20
1� e�lð Þ ;

XNi

i¼1

zibi ¼ z0;

XNi

i¼1

r2i
1� e�gð Þ bi ¼

r20
1� e�lð Þ ;

XNi

i¼1

z2i

�
þ 1

2
d2

i

�
bi ¼ z20

�
þ 1

2
d2
0

�
;

XNi

i¼1

I0 g=2ð Þ þ I1 g=2ð Þð Þe�g=2r2i zi

1� e�gð Þdi
bi ¼

I0 l=2ð Þ þ I1 l=2ð Þð Þe�l=2r20z0
1� e�lð Þd0

;

ð29Þ

where g ¼ r2i =d
2
i and l ¼ r2i =d

2
0. The above equations are obtained, respectively, for the 0th moment, the r-

moment, the z-moment, the r2-moment, the z2-moment and the rz-moment, signifying, in the same order,

the conservation of circulation, mean radial and axial locations, and radial, axial and ‘‘mixed’’ impulse. It

should be mentioned that the above equations remain valid whether the core radius of the element is kept

the same or is varied. Moreover, the element core radius may be chosen as a function of location to allow
for different resolutions in different zones within the domain. In such case, the above equations auto-

matically assign the fraction of circulation, given the desired distribution of elements and their core radius.

The fact that a relatively simple analytical solution of the diffusion equation with constant coefficients is

available made it possible to obtain the redistribution equations shown above by direct substitution in the

moment equations (28). In general, Eq. (27) can be considered as a trial function approximation of the

solution, where fd forms a set of known linearly independent basis functions suggested for the approxi-

mation of the solution of the diffusion equation using the trial function expressed by the summation on the

left-hand side (LHS) of Eq. (27). Furthermore, the moment conditions in Eq. (28) can be viewed as a
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weighted residual approximation of the differential equation, using this trail function and simple polyno-

mial weighting functions to minimize the error resulting form the approximation, i.e. a Galerkin weighted

residual approximation with weights: wn1þn2 ¼ rn1zn2 . While the availability of an exact solution makes it

possible to simplify the analysis considerably, the same redistribution equations have been obtained using

the direct Galerkin approximation for the linear diffusion equation in planar and axisymmtric geometry,

and have been extended to the case of nonlinear diffusion in multi dimensions [29]. In a future article, we

will demonstrate how this approach can be extended to solve yet more complex forms of the convection–

diffusion–reaction equation. We also mention that this is not the approach used in the original derivation of
the redistribution method in [12]; the moment-based approach presented above is analytically simpler,

while the Galerkin method is more general.

The linear system of equations has Ni unknown, and must satisfy the condition that bi P 0 (the positivity

condition for stability, or the fact that diffusion does not change the sign of the diffusing quantity). To

define that number, and the locations of the target elements, a number of elements surrounding the dif-

fusing, or source element is selected for the redistribution process. This number is chosen within a diffusion

length scale away from the source element. Since the typical distance between neighboring elements is kept

within the expected spread of vorticity within a single time step, h  Oð
ffiffiffiffiffiffiffiffiffiffiffi
8m Dt

p
Þ, the neighborhood radius

within which redistribution is performed is taken as R  Oð
ffiffiffiffiffiffiffiffiffiffiffiffiffi
16m Dt

p
Þ. We should mention that in all the

simulations presented here, the core radius is taken as constant and equal for all elements, and d  h. In
some cases, it is possible to limit the number of elements used in the redistribution process to six, in this

case, the fractions equations in (29) can be solved directly. In other cases, it is found that more neighboring

elements are required to provide for a nearly uniform distribution of computational elements within the

expanding support of the vorticity, especially when the vorticity support is extending its outer boundary. In

this case, Ni P 6, and the system of equations is solved using a simplex method. In the latter case, finding a

solution for the underdetermined system while maintaining positive fractions may require adding elements
in an organized fashion [13,22]. It should be noted also that elements at the outermost reach of the vorticity

field whose circulation is below a certain minimum threshold may not be diffused at that time step to keep

the total number of vortex elements from growing too fast. One must be careful in choosing that minimum

to avoid unwarranted deterioration in accuracy.

Before closing this section, we mention that the equations become nearly singular close to the axis of

symmetry (notice the dominators in Eq. (29), and special treatment is necessary to avoid numerical difficulties.

Close to ri ! 0, the denominators in the second, fourth and sixth equations are expanded in a Taylor series,

and terms up to second order are retained. The resulting equations, which are applied for, r < d are:XNi

i¼1

bi ¼ 1;

XNi

i¼1

di

 
þ C

2

r2i
d2

i

!
bi ¼ d0 þ

C
2

r20
d2
0

;

XNi

i¼1

zibi ¼ z0;

XNi

i¼1

d2
i



þ Cr2i

�
bi ¼ d2

0 þ Cr20;

XNi

i¼1

d2
i

2

�
þ z2i

�
bi ¼

d2
0

2
þ z20;

XNi

i¼1

di

 
þ C

2

r2i
d2

i

!
bizi ¼ d0

 
þ C

2

r20
d2
0

!
z0;

ð30Þ

where C ¼ 1=2. While few elements fall within this zone, this treatment avoids near centerline singularities.
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3.1.4. The convection–diffusion problem

Integrating the vorticity transport equation, Eq. (15), is done in two fraction steps, convection

and diffusion. During the convection step, the vortex elements are transported along particle tra-

jectories without changing their circulation, while in the diffusion step, the circulation of each ele-

ment is redistributed without changing its location, while more elements may be introduced to

maintain the field of computational elements well populated, and organized. In each time step, Dt,
the integration of the convection–diffusion problem is split between two-half substeps, each for Dt=2.
Within each half step, a convection calculation is performed. In between the two convection sub-
steps, a diffusion calculation over the entire time step is performed. Thus, updating the element

location and circulation, both denoted by the vector y, in the next set of generic equations, are

obtained as follows

ytþDt ¼ I
Dt
2

� �
R Dtð ÞI Dt

2

� �
yt; ð31Þ

where I stands for the convection operator, and R is the diffusion operator.

During each of the convection half substeps, the new element location is obtained as follows: Given

vt;Ctð Þi, i ¼ 1;N , at the beginning of the time step,

(1) Calculate the velocity, ~uut, from Eqs. (20)–(23) for all elements.

(2) Advance the element location:

v� ¼ vt þ~uut Dt
2
;

while keeping the circulation constant.

(3) At the new locations, calculate new values for ð~uu�Þ using Eqs. (20)–(23).

(4) Advance the element locations:

vtþDt=2 ¼ vt þ ð~uut þ~uut�ÞDt
2
:

At the new element location, we then perform a diffusion step over Dt to update ðvtþDt=2;CtÞi to
ðvtþDt=2;CtþDtÞi. Finally steps (1)–(4) are repeated as follows; Given ðvtþDt=2;CtþDtÞi, i ¼ 1;N ,

(1) Calculate the velocity, ~uutþDt=2, Eqs. (20)–(23) for all elements.

(2) Advance the element locations:

v�� ¼ vtþDt=2 þ~uutþDt=2 Dt
2
;

while keeping the circulation constant.

(3) At the new locations, calculate new values for ð~uu�Þ using Eqs. (20)–(23).
(4) Advance the element locations:

vtþDt ¼ vtþDt=2 þ ð~uutþDt=2 þ~uut��ÞDt
2
:

This concludes updating the field to vtþDt;CtþDt

 �

i
.
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3.2. Treatment of the conserved scalar concentration field

Solving the transport equations for a conserved scalar in an incompressible flow, Eq. (14) with q ¼
constant, is done using a construction similar to the vortex method, although some of the details are worth

reviewing. The discretization of the concentration field takes the following form

sdðx; tÞ ¼
XN

i¼1

Sif2d x; við Þ; ð32Þ

where the normalized volumetric integral of the scalar concentration,

Si ¼
1

ri

Z
dVi

srdrdz ð33Þ

is the conserved quantity along the particle trajectory in this case (since Ds=Dt ¼ 0 and r �~uu ¼ 0 for an

incompressible flow, the compressible flow case is different and will be discussed later), also called the local

scalar integral. For different species mass fractions and temperature, this quantity stands for the species
mass divided by the local density (the mass fraction), or the enthalpy divided by the density and specific

heat (both are constant in this case). The core function takes on a slightly different form, in a way com-

patible with solution of the diffusion equation,

os
ot

¼ 1

Pr
r2s;

for an initially concentrated element, namely

f2 ¼
2ffiffiffi
p

p I0
2rri

d2
i

 !
exp

 
� r2 � r2i þ ðz � ziÞ2

d2
i

!
; ð34Þ

where I0 is the Bessel function of the first kind and zero order. The function satisfies the zero moment the

condition:
R1
�1
R1
0

f2drdrdz ¼ 1; while

f2dðx; viÞ ¼
1

d3
i

f2
ri

di
;

z � zi

di

����
����; r

di

� �
:

The solution of the species diffusion equation is done using redistribution equations obtained from a

moment conservation expression similar to that used for vorticity,

Z 1

�1

Z 1

0

rð � r0Þn1 zð � z0Þn2sðx; v0; t þ DtÞrdrdz

¼
XNi

i¼1

Z 1

�1

Z 1

0

rð � r0Þn1 zð � z0Þn2siðx; vi; t þ DtÞrdrdz; 06 n1 þ n2 6 2; ð35Þ

The resulting equations resemble those described in (29). They are, however, different in the detail due to

the difference in the form of the diffusion equation and the core function:
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XNi

i¼1

bi ¼ 1;

XNi

i¼1

r2i þ d2
i


 �
I0

r2i
2d2i

� �
þ r2i I1

r2i
2d2i

� �� �
e�ðr2i =2d

2
i Þ

di
bi ¼

r20 þ d2
0


 �
I0

r2
0

2d2
0

� �
þ r20I1

r2
0

2d2
0

� �� �
e�ðr2

0
=2d20Þ

d0

;

XNi

i¼1

zibi ¼ z0;

XNi

i¼1

r2i



þ d2
i

�
bi ¼ r20



þ d2

0

�
;

XNi

i¼1

z2i

�
þ 1

2
d2

i

�
bi ¼ z20

�
þ 1

2
d2
0

�
;

XNi

i¼1

r2i þ d2
i


 �
I0

r2i
2d2i

� �
þ r2i I1

r2i
2d2i

� �� �
e�ðr2i =2d

2
i Þzi

di
bi ¼

r20 þ d2
0


 �
I0

r2
0

2d2
0

� �
þ r20I1

r2
0

2d2
0

� �� �
e�ðr2

0
=2d20Þz0

d0

:

ð36Þ

Near the centerline, the modified equations are obtained using similar steps to those applied previously for

vorticity, and the resulting equations are the same as Eq. (30) but with C ¼ 1. In the computations, the

same set of elements was used to transport vorticity and scalars, and the same set of numerical parameters,

e.g., Ds and d, was chosen for both solutions. The redistribution, however, followed equations (29) for

vorticity and (36) for scalars.

3.2.1. The convection–diffusion problem

Similar to the integration of the vorticity transport equation, the integration of the conserved scalar

transport equation, Eq. (14), is done in two fraction steps, convection and diffusion, and hence will not be

repeated here in detail. However, if the same elements are used to transport vorticity (circulation) and
scalar concentration (scalar integrals), then there is no need to repeat the convection steps, and only dif-

fusion, or the redistribution of the scalar integrals, is performed between the two convection half steps to

update ðvtþDt=2; StÞi to ðvtþDt=2; StþDtÞi. This constitutes a substantial saving in computational time.

A final note regarding the scalar transport calculations is concerned with computing the scalar gradients

whose value is required in the vorticity source term. This gradient is obtained by differentiating the core

function of the scalars, i.e.

rsð Þdðx; tÞ ¼
XN

i¼1

Sirf2d x; við Þ: ð37Þ

Other approaches to obtain the gradients in grid free simulation have been suggested (see, e.g. [20]), we use
the above equation for simplicity and comment on its accuracy in the discussion of the results. Differen-

tiation the core function imposes more stringent requirement on the uniformity of the element distribution

and the interelement distance, and results will be shown to demonstrate the accuracy for different choices.

3.3. Treatment of the reacting field

Reacting flows are characterized by temporally and spatially variable density field, which changes the

formulation and the numerical schemes in a fundamental way. The vorticity transport equation of a re-

acting flow, Eq. (7), contains two extra terms beyond the convection–diffusion equation analyzed so far,

connected with the spatial changes in the flow density (a kinematic effect), and the interaction between the
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density gradient and the material acceleration (baroclinic effect). Like in the case of incompressible flow,

this equation is solved in fraction steps: convection, diffusion and generation, the latter involves the inte-

gration of the source term. Generation is the most complex process since it requires the evaluation of the

spatial density gradients and the redistribution of the updated circulation among the elements, every time

step. Moreover, the continuity equation, in this case, Eq. (1), includes an extra term related to the temporal

changes in the density, leading to a finite velocity divergence. The velocity divergence introduces an extra

velocity component. The density is obtained from the equation of state, and its gradients are evaluated by

differentiating that equation, which depends on the spatial gradients of the chemical species and the
temperature. These latter quantities are determined from the solution of the conserved scalar variable

defined in the Formulation section. Meanwhile, both temporal and spatial gradients of the density affect the

species transport equation itself. The treatment of each of these terms is described next individually, and

then the overall scheme is presented.

3.3.1. Convection and diffusion

The convective and kinematics terms, on the RHS of Eq. (7),

ox
ot

þ ð~uu � rÞx � u
r

�
�r �~uu

�
x ¼ 0;

after integration over a material elemental area, dA, lead to the statement of the well-known Kelvin–

Helmholtz theorem for a variable density flow: DC=Dt ¼ 0. Written for the discrete vorticity field, we have:

DCi=Dt ¼ 0 for each vortex element for which dvi=dt ¼~uuðviðtÞÞ, confirming the fact that in a variable-

density flow, in the absence of source terms whose treatment is described next, the circulation remains

constant along particle trajectories. Thus, except for the expansion-induced velocity due to the temporal

change in density, which is discussed later in this section, convection is treated in the same way as in the

incompressible case.

Diffusion, the second term on the LHS, is simulated using the redistribution algorithm described above,
assuming that locally the density varies weakly, that is, in constructing the distribution equation, the local

density of the element being diffused is used (consistent with neglecting the variation of the diffusivity with

temperature).

3.3.2. The baroclinic source term

The first term on the RHS of Eq. (7), the source term,

_XX ¼ � 1

q
az
oq
or

�
� ar

oq
oz

�
ð38Þ

is treated in another fractional step, following convection, as follows. Given the density gradients and the

material acceleration at the end of the convection step, the baroclinic source terms are computed, and the

objective is to update the circulation of each element according to the integration of the source term over

the area element, dx=dt ¼ _XXð~rrÞ. Using the discrete form of the vorticity distribution in Eq. (17), and ap-

plying a first-order forward integration, we get

XN

j¼1

f1dðx; vjÞDCj ¼ _XXðxÞDt: ð39Þ

This equation is applied to all elements, i.e. for x ¼ vi; i ¼ 1;N , leading to N equations in the fractional

change of the local circulation at the centers of the vortex elements, DCj ¼ Cjðt þ DtÞ � CjðtÞ, due to the

source term;
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XN

j¼1

f1dðvi; vjÞDCj ¼ _XXðviÞDt: ð40Þ

Note that the RHS is not the fractional change of the circulation of the individual elements, but the cu-

mulative change at the element center due to all the elements. To find the former, DCj, we must solve this

linear system, whose coefficient matrix (the interpolation matrix) is ill conditioned. To overcome this dif-

ficulty, we use the following iterative scheme suggested in [30]

DC mþ1ð Þ
j ¼

_XX vj


 �
Dt �

P
i2P jð Þ f1d vj; vi


 �
DC mð Þ

iP
i2Q jð Þ f1d vj; vi


 � ; j ¼ 1� N ; ð41Þ

where QðjÞ contains the set of elements which are within a small distance d� from element j, P(j) is its

complement, and m is the iteration number. In the simulations we used d�  d, and convergence to 10�6 was

achieved within m  5–8, even for very large N. The same steps can be repeated to derive a second-order

time integration algorithm for the source terms in the vorticity transport equation.

3.3.3. The density and its gradient

Evaluating the baroclinic source term,

� 1

q
az
oq
or

�
� ar

oq
oz

�
;

requires knowledge of the density and it gradients at the location of the elements. This must be done with

some care since the density is obtained from the equation of state;

q ¼ 1

T
PK

k¼1 Yk=Wk

; ð42Þ

and hence its derivative must be evaluated using the following expression;

rq ¼ �q
rT
T

þ
PK

k¼1 rYk=Wk

T
PK

k¼1 Yk=Wk

: ð43Þ

The species concentrations and the temperature are computed from the distribution of the conserved scalar,

s, which is computed from the most recent values of the scalar integral, Si. Updating the latter will be

described soon, for now it suffices to state that once sðx; tÞ is known, then the corresponding Schvab–

Zeldovich variables, g1 ¼ g1;o þ ðg1;f � g1;oÞ s and g2 ¼ g2;o þ ðg2;f � g2;oÞ s are evaluated, and the location of

the reaction front rF ¼ rF ðz; tÞ is determined from, g1ðrF ; z; tÞ ¼ 0. On one side of the reaction front, we have

Yo ¼ g1 and Yf ¼ 0, while on the other side, Yf ¼ �g1=u and Yo ¼ 0. The diluent concentration is obtained

form; Yd ¼ Yd;o þ ðYd;f � Yd;oÞ s, and the products concentration is Yp ¼ 1� ðYo þ Yf þ YdÞ. The temperature

is obtained form the second variable:

g2 ¼ g2;o þ ðg2;f � g2;oÞ s and T ¼ g2 þ
Qf

1þ u
Yp:

Updating the scalar integral is described in detail in the following section.

Eq. (37) is used to determine the gradients of T and Yk using the definitions of the conserved scalars in

Eqs. (8) and (11): e.g., rg1 ¼ ðg1;f � g1;oÞrs, where rg1 ¼ rYo � urYf and hence: rYo ¼ rg1 and

rYf ¼ 0 on the oxidizer side of the reaction front, while rYf ¼ �rg1=u and rYo ¼ 0 on the fuel side, and

rYp ¼ � rYo þrYf þrYd


 �
. The temperature gradient is obtained similarly from the second Shvab-Zel-

dovich variable, Eq. (12), where
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rg2 ¼ ðg2;f � g2;oÞrs and rT ¼ rg2 þ
Qf

1þ u
rYp:

Thus, having updated the conserved scalar, one can evaluate its derivatives and those of all the chemical

species and temperature, and substitute in the equation above to evaluate the density gradient. Finally the
particle acceleration is computed as the material derivative along particle trajectories following a convec-

tion step over time step, Dtc, e.g. for the radial direction

Dar

Dt
�

u vj t þ Dtcð Þ; t þ Dtc

 �

� u vj tð Þ; t

 �

Dtc
: ð44Þ

3.3.4. The scalar field

Now we discuss the integration of the scalar transport equations for a reacting flow. Note that the source
term for a chemical species transport equation is obtained from the variable density form of that equation

q
os
ot

�
þ r �~uu
� �

s þ s r �~uu
� ��

¼ 1

Pr
r2s þ qs r �~uu

� �
: ð45Þ

The LHS,

q
os
ot

�
þ r �~uu
� �

s þ s r �~uu
� ��

¼ 0

represents the impact of convective transport on the scalar distribution in a compressible field, and shows

that: DSi=Dt ¼ 0, where Si is the local volume integral of s over the ring element defined in Eq. (33). Note
that the scalar integral used in the variable density case is the same as the one used in the constant density

case; the convective derivative, however, is different due to the finite velocity divergence in the former case.

The first term on the RHS of Eq. (45) represents the contribution of diffusion, and the second term rep-

resents the local source term and is modified using the continuity equation, such that

os
ot

¼ �s
q

Dq
Dt

� �
¼ W: ð46Þ

The changes in the local value of s due to the source term are computed using a similar algorithm to that

introduced above for handling the changes in the element vorticity, i.e.; writing

XN

j¼1

f2dðxi; vjÞDSj ¼ WðxiÞDt; ð47Þ

where DSj is the change of the element strength due to the source term, DSj ¼ Sjðt þ DtÞ � SjðtÞ. Solving this

system of equations using the same algorithm described by Eqs. (40) and (41) yields the incremental changes

and the new values of the strength of the elements, or local scalar integrals, due to the source term.

Evaluating the source term in Eq. (46) requires the material derivative of the density along the particle

trajectory, which is done following a convection step using the approximation

Dq
Dt

�
q vj t þ Dtcð Þ; t þ Dtc

 �

� q vjðtÞ; t

 �

Dtc
: ð48Þ

Here we mention again that the density is computed using the equation of state, after the chemical species

and temperature distributions have been updated.
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3.3.5. The expansion velocity

In the case of a reacting flow, the density varies due to the exothermic heat release, and at low Mach

number, this variation is confined to zones where the chemical reaction active. In this case, the continuity

equation shows that the velocity field has finite divergence where the density changes along particle tra-

jectories, given by

r �~uu ¼ � 1

q
Dq
Dt

¼ e: ð49Þ

For the purpose of introducing the effect of this divergence, the total velocity

~uu ¼~uux þ~uue ð50Þ

is decomposed into a vorticity induced velocity, ~uux, and an expansion induced component, ~uue, which is

evaluated such that its divergence satisfies Eq. (49). Towards this end, the Lagrangian derivative of the
density of the elements are computed following the generation step using Eq. (48), to evaluate e, and these

values are then applied to calculate resulting local divergence strength, Ei using the following equation

e � edðxi; tÞ ¼
XN

i¼1

Eif2d xi; við Þ: ð51Þ

With the expansion velocity determined from a velocity potential /, such that: ue ¼ o/=or and ve ¼ o/=oz,
the solution of the resulting Poisson equation, r2/ ¼ e, is obtained in a way similar to that used to obtain

the vorticity induced velocity, that is, far from the element center, the field is approximated as a point

source ring, while close to the ring center, the velocity field is given by:

ue ¼
XN

i¼1

Ei

2pr

Z 1

�1

Z 1

0

r � r0

d1

��
� r þ r0

d2

�
K kð Þ

þ d1 þ d2
2

r þ r0

d2
2

�
� r � r0

d2
1

�
E kð Þ

�
f2d r0; ri; z0



� zi

�
dr0 dz0;

ve ¼
XN

i¼1

2Ei

p

Z 1

�1

Z 1

0

r0ðz � z0Þ
d1d2

1

d1 þ d2
K kð Þ

��
þ 1

2

d1 þ d2
d1d2

E kð Þ
��

f2d r0; ri; z0



� zi

�
dr0 dz0:

ð52Þ

The definitions of the symbols are as before. The integrals are evaluated numerically and tabulated for later

use (see discussion above).

3.4. The convection–diffusion–generation problem

During each time step, the vorticity transport equation, Eq. (7), and the conserved scalar equation, Eq.

(14), are integrated simultaneously to update the circulation and conserved scalar integral. The circulation

and scalar integral are then used to calculate the velocity, species concentrations and temperature, while the

equation of state, Eq. (42) is used to update the density (note that the continuity equation, Eq. (1), is

applied to impose the velocity divergence due to combustion). Similar to the solution of the convection–
diffusion problem for incompressible flow, in which fractional steps are used to account for the impact of

each operator separately, in combustion (convection–diffusion–generation), multiple substeps are per-

formed every integration time step as follows.

Each time step, Dt, the integration of the convection–diffusion–generation problem is split between two-

half substeps, each for Dt=2 within which a convection–generation integration is performed, and a diffusion
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integration over the entire time step is performed in between. Thus, updating the element circulation and

scalar integral, all denoted by the vector y in the next set of generic equations, are obtained as follows

ytþDt ¼ I� Dt
2

� �
R Dtð ÞI� Dt

2

� �
yt; ð53Þ

where, I� stands for the convection–generation operator, and R is the diffusion operator.

During each of the convection–generation half substeps, the element location, circulation, and scalar

integral, are obtained using a predictor–corrector scheme as follows: Given their values at the beginning of

the time step; vt;Ct; Stð Þi, i ¼ 1;N :

(1) Calculate the velocity,~uut, Eqs. (20)–(23) and (52), scalar concentration, st, equation, species concentra-

tion, Y t
k , temperature, T t, and density, qt, equation, for all elements.

(2) Advance the element locations:

v� ¼ vt þ~uut Dt
2
;

while keeping the circulation and scalar integral constant.

(3) At the new locations, calculate new values ~uu�; s�; Y �
k ; T

�; q�;rq�
 �
.

(4) Calculate the material derivatives:

D~uu
Dt

 !�

�~uu� �~uut

Dt=2
and

Dq
Dt

� ��

� q� � qt

Dt=2
:

(5) Update the element circulation and scalar integral using the source terms, X�
:

;W�, calculated from Eqs.

(38) and (46), respectively, on the basis of the latest values of

rqð Þ�; D~uu
Dt

 !�

;
Dq
Dt

� ��
 !

to get C�; S�ð Þ using Eqs. (40) and (47) over a Dt=2.
(6) Given ðvt� ;Ct� ; St� Þi, i ¼ 1;N , calculate a new velocity, ~uut�.

(7) Advance the element locations:

vtþDt=2 ¼ vt þ ð~uut þ~uut� ÞDt
2
:

(8) At the new locations, calculate new values ðst� ; Y t�
k ; T t� ; qt� ;rqt� Þ.

(9) Calculate the average material derivatives:

D~uut�

Dt
� 1

2

~uu� �~uut

Dt=2

 
þ~uut� �~uut

Dt=2

!
and

Dqt�

Dt
� 1

2

q� � qt

Dt=2

�
þ qt� � qt

Dt=2

�
:

(10) Update the element circulation and scalar integral using source terms X�
:

;W�, based on the latest values
of

rq;
D~uu
Dt

;
Dq
Dt

 !t�

to get ðCtþDt=2; StþDt=2Þ.
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(11) Now, we have ðvtþDt=2;CtþDt=2; StþDt=2Þi, i ¼ 1;N .

Next vorticity and scalar are diffused over the entire time step, without moving the elements to update

vtþDt=2;CtþDt=2; StþDt=2

 �

i
to vtþDt=2;CtþDt� ; StþDt�
 �

i
. The convection–generation calculations, steps (1)–(11),

are then repeated in the same way as in the first half substep to complete the time step to obtain
vtþDt;CtþDt; StþDt

 �

i
.

4. Numerical results

Numerical results that demonstrate the convergence characteristics of the diffusion and the diffusion–

convection algorithms are presented first, followed by a similar study for the combustion problem. The

primary objective here is to examine the accuracy and the convergence rate of the algorithms by comparing
the results to those obtained analytically, from numerical solutions using other methods, or simply by

refining the numerical parameters to reach converged solutions. Of particular importance is the dependence

of the accuracy on the different numerical parameters, namely the time step, that also determines the av-

erage interelement distance in the redistribution method, and the core radius of the elements. In all cases,

the vortex ring problem, in different incarnations, is used. We start with the solution of the diffusion

problem, for which an exact solution exists, and evaluate the error for different choices for the time step, or

the element inter distance since they are dependent, the core radius and the overlap ratio. As expected, the

latter plays a very important role. Next, the coupled convection–diffusion problem is solved, and the results
are compared with an accurate finite-difference solution for the propagation of a vortex ring at relatively

low Reynolds number. Here we focus on the impact of the overlap ratio, which emerges as one of the most

important parameters, on the error. Finally, the reacting ring problem, that is a fuel ring in an oxidizer

atmosphere, is solved and the impact of the time step, for a fixed overlap ratio, on the accuracy is examined.

4.1. The diffusion problem

We solve the vorticity and scalar diffusion equations;

ox
ot

¼ 1

Re
r2x
�

� x
r2

�
and

os
ot

¼ 1

Pr
r2s;

respectively, for the evolution of a concentrated vortex ring initially at r0 ¼ 1 and z0 ¼ 0. The initial cir-

culation is scaled such that C0 ¼ 1, and the viscosity is scaled to yield a Reynolds number Re ¼ C0=m ¼ 50.

Similar initial conditions are used for scalar diffusion, the initial distribution is given by

sðx; 0Þ ¼ dðr � 1ÞdðzÞ, with a unit mass of the diffusing scalar, and equal values for the Peclet number and

the Reynolds number. (Note that while the scalar diffusion problem is physically realistic when the densities

of the diffusing mass and the bulk are the same, it is not so for the vorticity diffusion case since vorticity
generates a velocity field in which it is convected. Nevertheless we use this idealization to examine the

accuracy of the diffusion algorithm). Both diffusion problems have analytical solutions, which are used as

benchmarks. The boundary conditions are: zero vorticity and scalar concentration at infinity, zero vorticity

along the axis of symmetry and zero radial scalar gradients there. Note also that, besides the extra term in

the vorticity diffusion equation, the different boundary conditions lead to different distributions for these

two quantities.

The formulation of the numerical algorithms indicates that there are two numerical parameters that

determine the temporal and spatial resolution of the method: the time step and the core radius. The core
function defined above, which can be thought of as a Gaussian core modified is such a way that it adjusts to

the axisymmetric geometry of the domain, is not second order in the classical sense since it is asymmetric
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around the core center. However, given that the asymmetry is confined to a small region close to the axis, it

is expected that, for sufficiently resolved distribution, the convergence rate should approach second order.

On the other hand, the number of conserved moments in the redistribution method was chosen to yield a

scheme that is limited to a first-order spatial accuracy (given that the distribution of the elements is not

particularly organized) and hence the overall convergence rate may not be second order.

The following results are shown to illustrate the impact of the time step, given in terms of Ds ¼ m Dt or
the average distance between the elements, h ¼

ffiffiffiffiffiffiffiffi
8Ds

p
, the core size and the overlap ratio, d=h, indepen-

dently, by varying one while fixing all the others, over a wide range. The numerical results are compared
with the exact solution of the diffusion equation using the L2 norm of the errors in the vorticity and scalar

concentration, computed over a uniform grid covering nonzero values of both. The norms of the error are

evaluated at s ¼ 0:2.
In the first set of results, the core radius was kept constant, d ¼ 3

ffiffiffiffiffiffiffiffiffiffi
8Ds�

p
with Ds� ¼ 0:0005, while the

time step was varied 0:000256D6 s6 0:1. Increasing Ds has the effect of reducing the resolution and, since

the core radius was kept constant, also reducing the overlap ratio. Results in Fig. 1, plotted as function of

the distance among the elements, h, shows that the error increases as OððhÞ2:2Þ. As mentioned above, by

conserving six moments in the redistribution method while using neighboring elements distributed arbi-
trarily within the diffusion length scale, we were able to derive a first-order spatial approximation of the

diffusion equation. On the other hand, the numerical result shows a second-order spatial approximation!

This should not be totally unexpected since the loss of one order of accuracy in the discretization leading to

the moment equations can be related to the nonuniform distribution of elements in the vicinity of the

diffusing element [29]. Given that a uniform grid is never imposed on the solution, one should not presume

that ‘‘mesh’’ uniformity is achievable (as in a typical finite difference scheme). Nevertheless, in the numerical

Fig. 1. Solution of the diffusion equation, using a vortex ring as a model problem. Impact of the time step or interelement distance for

a fixed core size. Circles correspond to the vorticity and squares to the scalar concentration.
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solution, elements are continuously added in the neighborhood of each diffusing element, in an orderly

fashion, whenever necessary, i.e. whenever gaps arise between the elements. Numerical results show that

this leads to an approximately uniform distribution of elements, i.e. the order of the numerical solution

approaches that obtained on a uniform distribution of elements. As expected, the number of elements

grows as the resolution is refined. This is shown in Fig. 2, where the number of elements increases almost

linearly as h is reduced.

In another set of numerical experiments, the time step, and hence the average distance between the el-

ements was kept constant, Ds ¼ 0:0005, while the overlap was varied while keeping the core radius larger
than the element interdistance, 16 d=h6 10. Results in Fig. 3 show that the error decreases at a second-

order rate, OððdÞ2:1Þ . Here again we observe second-order convergence, confirming that the choice of the

core function, although asymmetric, leads a second-order discretization (we suspect that the core function,

being itself local solution of the diffusion equation, should lead to second-order truncation, a mathematical

proof is needed to support this statement). It is interesting that the error continues to decrease as the

overlap ratio increases within the range of parameters attempted here! In the meantime, fixing the overlap

ratio, by varying the core as the time step, or h, changes, leads to very small change in the error, as depicted

in Fig. 4. These results were obtained for an overlap ratio of 2.
Results presented so far can be combined to show that the error in the redistribution approximation of

the diffusion equation, using the modified Gaussian core and a number of moments corresponding to a

first-order spatial discretization but with careful selection of the location of the inserted elements is

Oððd=hÞ2Þ. Finally Fig. 5 shows a comparison between the numerical vorticity contours and their exact

counter part for different values of the time step and the core size. It is clear that strong overlap is necessary

to maintain high accuracy.

Fig. 2. The impact of the time step or the interdistance between neighboring elements on the total number of vortex element at the last

time step of the simulation. Similar to the results in Fig. 1, the core radius is held constant.
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4.2. The convection–diffusion problem

The next set of numerical data is obtained for a propagating vortex ring, i.e. we solve the incompressible,

unsteady, Navier–Stokes equation, starting with a very thin vortex ring. At t¼ 0, the center of the ring is

located at (1,0), the initial circulation is unity and the Reynolds number is 50. The initial conditions are

desingularized by working with diffusion alone for few time steps, while neglecting the impact of convec-
tion, until the concentrated ring spreads over a very small radius around its original location. This prop-

agating vortex ring problem does not have an exact solution and we use an accurate finite-difference

solution for comparison [18]. Here again we study the impact of the numerical parameters on the errors,

noting that the errors resulting form convection, diffusion and fractional step integration of the two pro-

cesses (or operators). We will focus on the errors in the vorticity solution with some reference to that in the

scalar propagation.

First, Fig. 6 shows the evolution of the computational points for a case with Ds ¼ 0:0005 and d=h ¼ 2.

Note the higher concentration of elements around the initial center of the ring, and their tendency to
‘‘multiply’’ faster around the downstream side of the propagating ring where more of the vorticity tends to

migrate. Also, due to the nature of scalar diffusion (the zero gradient at the centerline), higher concen-

tration of elements are observed near the symmetry line, between it and the original center of the ring. Note

also the overall asymmetric distribution of the elements with respect to the center. At the final time step, the

total circulation of the ring is almost 70% of its initial value due to vorticity diffusion and cancellation

across the centerline. During this period, the number of elements has grown from 415 to 5720 to accom-

modate the expanding ring. The total mass of the conserved scalar is constant, by construction. The figure

shows that the computational elements spread adaptively over the region of nonzero vorticity, covering a

Fig. 3. Solution of the diffusion equation, using a vortex ring as a model problem. The impact of the overlap ratio on the error in the

vorticity, shown in circles, and the scalar concentration, shown by the squares, for a fixed time step or interdistance between elements,

at the final step of the calculation.
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zone which expands in time following the spread of the vorticity via diffusion. Higher concentration of

vorticity near the center of the expanding ring corresponds to higher element number density near the initial

center of the ring. The zone of nonzero vorticity is covered almost uniformly with elements, i.e. no holes are

observed in the computational grid. The two small concentric circles shown in the last figure illustrate the
typical separation between the elements, represented by the inner circle, and the core radius, depicted by the

outer circle. The corresponding vorticity and scalar concentration distributions are shown in Fig. 7, in gray

scale and line contours, respectively. Note that the vorticity decays to zero along the axis of symmetry,

while the scalar maintain zero gradient, leading to the separation of the centers of vorticity and scalar

concentration.

The accuracy of the results is now discussed by comparing the vortex solution with the finite-difference

solution, considering the latter as a benchmark solution. One measure of the numerical error is that en-

countered in the impulse of the vortex ring, defined as Ixr ¼
PN

i¼1Cir2i , and expected to remain zero as the
ring propagates. Fig. 8 shows that the impulse for Ds ¼ 0:002; 0:001and 0:0005 is approximately 7, 3, and

1� 10�5, all measured at s ¼ 0:2, for the same value of the overlap parameter d=h ¼ 2. It is important to

mention that the number of elements used at the last time step of the simulation increases from 1688 to 3069

to 5720 as the time step was reduced. With finer resolution, the growth of the error with time is substantially

reduced. The axial expansion of the ring, Ixz ¼
PN

i¼1Ciz2i , shows that the vortex solutions track the finite

difference solution very closely for all the cases tested here. The L2 of the vorticity errors were also

computed for the same case, and the values obtained were 3.91, 2.63, and 1:82� 10�4, showing almost

linear dependence on the time step, that is second-order dependence on the interdistance between the
particles, when the core overlap is maintained constant.

Fig. 4. Solution of the diffusion equation, using a vortex ring as a model problem. The impact of the time step or interdistance between

elements on the error in the vorticity, shown in circles, and the scalar concentration, shown by the squares, for a fixed overlap ratio, at

the final step of the calculation.
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The impact of the time step for a fixed core size is more complicated, as shown in Fig. 9 for

0:01P DsP 0:0005 and d ¼ 0:245. Decreasing the time step lowers the error to a point, beyond which it
appears that other factors and/or sources become important and that the combined effect is to keep the

error constant! Decreasing the time step, or h, at constant core also has the effect of increasing the overlap

ratio, which has been shown in the solution of the diffusion problem to have a strong impact on the dis-

cretization error. However while in the solution of the diffusion equation, larger overlap always led to lower

Fig. 5. Solution of the diffusion equation, using a vortex ring as a model problem. Comparison between the exact solution of the

diffusion equation, shown in solid lines, and the numerical solution, shown in broken line, for the case or a diffusing vortex ring.

Results are shown in terms of the vorticity contours, corresponding to vorticity 0.01, 0.04, 0.2, and 0.3, all evaluated at the same time,

t ¼ 0:2. Results are obtained using the same core radius but different integration time steps, leading to different overlap ratios, as

shown.
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errors, in this convection–diffusion problem, there seems to be an optimum value for the overlap, beyond

which increasing overlaps contributes positively to the error. This is despite the fact that in this algorithm,

there is also a fractional step error, which decreases with smaller values of the time step.

Another set of experiments was conducted for fixed overlap ratio while increasing the core radius, i.e., both

the time step and the core radius were allowed to change together. Results shown in Fig. 10 indicate that the

error increaseswith the interdistance/core radiusmonotonically in this case. These two sets of results show that

the error drops as the overlap rises (by increasing the core or decreasing the distance between elements), while it

rises with the core radius, suggesting that trends similar to those predicting in the inviscid analysis, inwhich the
total error was shown to be a superposition of a discretization error that depends of the core radius and a

Fig. 6. Solution of the convection–diffusion equation, using a vortex ring as a model problem. The figure shows the computational

points used to discretized the vorticity field at different times, for overlap ratio of 2 and time step of 0.0005. The number grows from

415 at the initial step to 5720 at the final step. The two small concentric circles correspond to the element interdistance and the core

radius.
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smoothing error which depends on both the overlap ratio and the core radius. Of course, the numerical results

presented here are for Navier–Stokes equations and include a viscous simulation error and a splitting error as

well, contrary to those derived in the theoretical results for the inviscid flow.

Finally, Fig. 11 shows results obtained for the same propagating vortex ring problem using a fixed value

for h, while increasing the core size such that 1:06 d=h6 3:535. Clearly, there is an optimal value for the

element core overlap beyond which the errors rise towards values similar to those encountered when

computing with small cores. Numerical experiments show that this value for normalized core overlap is

close to 2. Similar trends have been observed in other vortex simulations, and predicted by analysis of
inviscid methods. The results seem to agree with the proposition that the error has two components that can

be expressed as: dn þ h=dð Þld2, where the first, ‘‘smoothing’’ error depends solely on the choice of the order

of the core function and the core radius, while the second, ‘‘discretization’’ error depends on the overlap

Fig. 7. Scalar concentration, shown by line contours, and the vorticity, shown in zones of gray, for the problem described in this figure.

Scalar concentration contours correspond to values of 0.03, 0.1, 0.2, 0.3, 0.45, 0.6, 0.9, 1.2, and 1.45. The gray scale for vorticity is

shown on the side.
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ratio and the core radius, with n and l > 1. Fixing the core radius of the elements, with larger than unity

overlap, while changing the interdistance between the elements reduces the overall error until the smoothing

error becomes dominant. On the other hand, fixing the interdistance while varying the core radius decreases
the overall error until the smoothing error dominates. Finally, fixing the overlap ratio, the overall error

changes monotonically with the core radius.

The impact of this overlap on the error is a shown in Fig. 12 where vorticity, shown at top, and scalar

concentration contours, shown at bottom, at the last time step of the simulations are depicted for different

values of the overlap ratio, and compared with the finite difference solution. Weak overlap leads to an

oscillatory solution, while strong overlap leads to a diffuse solution, in agreement with the designation of

the error terms discussed above. Overall, the accuracy of the solution with r=h ¼ 2 is good.

Fig. 8. The impact of the time step on the error in the solution of the convection diffusion problem, described in Fig. 7 and this figure,

shown in terms of the error in the axial impulse in the top figure and a comparison between the axial expansion of the vortex ring,

computed using the vortex element method, and an accurate finite difference solution, shown in the lower figure. The open circle

corresponds to time step on 0.002, gray circle to 0.001 and black circle to 0.0005. The line in the lower figure is the finite difference

solution. Results are obtained for a fixed core overlap ratio.
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4.3. The combustion problem

The combustion algorithm, in which an extra velocity component arising due to the volumetric expan-

sion associated with the heat release, and the source terms in the vorticity transport equation and the scalar

transport equation are finite, was implemented to simulate the burning of a fuel element. Initially, the fuel

element is shaped in the form of a diffuse ring in a surrounding oxidizing environment. (In the laboratory,

Fig. 9. Impact of the time step on the vorticity error, shown in dark circles, and scalar concentration, shown in open circles, evaluated

for a fixed core size and shown in terms of an inverse of the interelement distance, for time steps 0:01 > Ds > 0:005 and d¼ 0.245.

Fig. 10. Impact of the core size, evaluated for a fixed overlap ratio (i.e., both the interelement distance and core vary), on the vorticity

(dark circles) and concentration (open circles) errors for the problem shown in Fig. 8. Overlap ratio is held at 2.
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this fuel ring could be generated using a periodically pulsed fuel jet in stagnant air, as the jet accelerates into

air, it partially diffuses into the entrained air to form a ring whose core is made of pure fuel while its outer

shell is a mixture of fuel and air. If the jet is slow enough, the initial vorticity in the ring can be neglected

with respect to the buoyancy-generated vorticity that forms later). The initial velocity of the fuel and

surrounding air is taken to be zero, and the flow is only generated by buoyancy as high temperature
products form at the boundary between fuel and air due to diffusive mixing followed by reaction.

The fuel has the properties of methane, CH4, and the stoichiometric chemical reaction corresponding to

complete combustion of the hydrogen, H2, and carbon, C, is

CH4 þ 2ðO2 þ 3:76N2Þ ! CO2 þ 2H2Oþ 7:52N2:

The molecular weights of different species are: for methane, Mf ¼ 16, for oxygen, O2, Mo ¼ 32, for nitrogen,

N2, Md ¼ 28, and for the products mixture, CO2 þ 2H2O, Mp ¼ 26:62 (average molecular weight for water

and carbon monoxide). Other physical parameters required for the simulations are: the mass stoichiometry

u ¼ 4, the normalized enthalpy of reaction is Qf ¼ 80, and the Reynolds number is Re ¼ 50, based on the
initial radius of the core of the fuel ring. The center of the ring is located at (1,0). The initial conditions are

as follows:

On the fuel side, that is near the center of the ring, the concentrations and temperature are:

Yf ¼ 1; Yo ¼ 0; Yp ¼ 0; Yd ¼ 0; T ¼ 1.

On the air side, far from the ring center, the concentrations and temperature are: Yf ¼ 0; Yo ¼ 0:2;
Yp ¼ 0; Yd ¼ 0:8; T ¼ 1.

The initial conditions were obtained in a way consistent with the diffusion equations as follows. For a

short period of time at the beginning of the simulations and until s0 ¼ 0:002, only diffusion (and reaction
for the reacting species) was allowed to spread an initially concentrated fuel element into air, i.e. the weak

impact of convection was neglected. At the end of this period, the spreading element was represented using

756 computational elements, whose spatial distribution is shown in Fig. 13, and the corresponding profiles

of the different chemical species are shown in Fig. 14. At this moment, the fuel and other species

Fig. 11. The dependence of the vorticity (dark circles) and scalar concentration (open circles) errors on the overlap ratio for a fixed

value of the interelement distance, Ds¼ 0.0005.
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concentration are rescaled such that the fuel concentration at the center of the fuel puff is unity. No

vorticity generation or convection is allowed during this period. This exercise is meant to produce the initial

conditions for the combustion calculation presented next.

Fig. 12. The vorticity contours shown in the top figure and the scalar concentration contours shown in the lower figure for different

values of the overlap ratio, all for the same time step, and compared with an accurate finite difference solution, shown in continuous

lines.
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Combustion simulations were obtained for the following values for the time steps: Ds ¼ mDt ¼ 0.0005,

0.001, 0.002 and 0.005, to examine the convergence rate as a function of the time step and the interelement

distance. In all cases, the relation between the distance between the elements and the time step was kept as

h ¼
ffiffiffiffiffiffiffiffi
8Ds

p
. The core radius was fixed as twice the inter element distance, r ¼ 2h. In the following, results of

Fig. 13. The initial distribution of elements used to capture the initial conditions of the reacting ring problem. The contours show the

distribution of the mixture fraction, whose values are 0.01, 0.1, 0.5, and 0.9. The small circle shows the core size of the element.

Fig. 14. The initial distribution of the fuel, oxidizer, product and diluent concentrations for the reacting ring problem.
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the simulation are shown in terms of the vorticity, fuel concentration and temperature, and the figures are

used to define the different stages of evolution of this flow in which the tight coupling between the flow

dynamics and the diffusion of the chemical species is demonstrated. Results obtained at the smallest time

step are used in the following discussions. Next, we discuss we analyze the dependence of the results on the

numerical parameters to define the convergence rate.

Fig. 15 shows the temperature distribution and the vorticity at the early stages of the simulations, at

s ¼ 0:005, the former on a gray scale and the latter as solid and broken contour lines. Since the original

center of the fuel ring is at a larger distance from the centerline than its core radius, there is very weak
interaction with the centerline, and the early stages of the solution resembles that of a pair of vortex rings in

the planar case. The temperature distribution is symmetric around the center of the core as the fuel diffuses

outwards and burns to form products. Note also that since the initial vorticity is zero everywhere, con-

vection has a weak impact on the temperature distribution. Vorticity is generated through the interaction

between gravity and the radial density gradients, essentially preserving the initial symmetry around the core

center at the early stages, with almost perfect symmetry around the vertical axis of the core. This devel-

opment leads to the formation of what can be characterized as two nascent vortex rings (each with a core in

the shape of a semicircle), the vorticity of the inner ring is negative, while that of the outer ring is positive.
Consistent with the zero initial vorticity of the ring, its center has moved very little in the vertical direction,

i.e., there is a delay between the start of the diffusion and the formation of sufficient vorticity, which then

propels the ring.

As time evolves, more vorticity is generated, and diffusion spreads the reacting fuel core towards the

axis of symmetry as well as outwards in the radial direction. Diffusion across the axis of symmetry

weakens the inner ring, and the onset of asymmetry is observed by time s ¼ 0:05, as shown in Fig. 16.

Further evolution of the flow demonstrates the persistence of the two-ring structure, and the dominance of

the outer vortex ring, as the overall structure spins in the clockwise direction while it rises. The almost

Fig. 15. Vorticity contours, shown in continuous line for positive values and broken lines for negative values, and temperature

contours, shown in gray scale, at time 0.005, for the reacting ring problem. Absolute values for the vorticity are 0, 0.1, 0.05, 1, and 1.4.
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symmetric distribution of the vorticity within the reacting core persists until decay across the centerline

suppresses some of the negative circulation. This can be seen clearly in Fig. 17 where both the integrated
negative, positive and total circulation are plotted vs. time. The positive and negative values grow at the

same rate, keeping the total at almost zero until that time when the negative vorticity starts to decay due to

diffusion across the centerline. The time of the onset of asymmetry could be predicted using the following

argument. Since most vorticity is generated where the highest density gradient exists, which arises at the

outer edges of the reacting ring whose initial radius is almost 0.5, and since the diffusion distance scales

Fig. 16. Long time vorticity contours for the reacting ring problem, solid lines identify positive vorticity at values of 0.1, 0.5, 1.5, and 3.

Broken lines correspond to negative vorticity of )0.1, )0.5, )1.5, and )2.5. Gray scale is used to distinguish between the contours.
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with time as: d �
ffiffiffiffiffi
4s

p
, it takes s � 0:05 for the vorticity to reach the axis of symmetry, in agreement with

the simulation results. It is interesting that the rate of negative vorticity generation reaches zero around the

same time, and starts to become positive again as the overall structure rotates such that less across-the-

centerline-diffusion is observed. The rate of generation of net vorticity continues as long as some fuel

remains in the reacting ring.

Temperature contours and a gray scale representation of the same variable are shown in Fig. 18. Even at

the early stages, s � 0:05, the temperature distribution does not exhibit symmetry with respect to the ring
center because of the asymmetric boundary conditions at the domain centerline, as argued before. The

figure also shows the distortion experienced by the rising fuel/products ring as more fuel is burned, re-

flecting the impact of the vorticity asymmetry. It depicts how heat release induced volumetric expansion

enlarges the area occupied by high temperature fluid beyond the initial extent of the fuel core, while the

overall structure spins due to the dominance of the positive vorticity. Interestingly, the spinning tends to

symmetrize the structure towards the latter stages, as seen at s ¼ 0:2. It is also noticed that the high

temperature contours migrate from the outer edges of the fuel ring towards the center as fuel is consumed,

followed by diffusion.
The dependence of the solution on the numerical parameters, and, in particular, the time step, is

demonstrated in Figs. 19 and 20, where the vorticity contours and the errors in vorticity and conserved

Fig. 17. The total circulation, and its negative and positive parts, for the case shown in Fig. 16.
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scalar are shown, respectively. The former shows that the contours converge towards those obtained at the

smallest time step as the time step is reduced, with the last simulations using the smallest time steps yielding

almost the same contours. The L2 errors in the vorticity and scalar are computed using the solution at the

smallest time step as the benchmark solution, i.e. the error is evaluated as the difference between the so-

lution at an arbitrary time step and that obtained at the smallest time step, shows a dependence of OðDs
1:5Þ.

The super linear dependence on the time step is somewhat surprising, however, it is consistent with the
results obtained before in the solution of the convection–diffusion problem.

Fig. 18. The temperature contours for the case shown in Fig. 16, at the same times, the gray scale is used to define the absolute value of

the temperature using a fixed scale.
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5. Conclusions

The extension of the vortex methods to simulate reacting flow is not new, it has been attempted before

using approximations in either the physical models, the numerical implementation or both. The work

Fig. 19. Vorticity contours evaluated at the same final time, using different time steps, the vorticity values correspond to )2.5, )1.5,
)0.5, )0.1, 0.1, 0.5, 1.5, and 3. The solid lines correspond to time step of 0.0005, dash–dot–dot lines to 0.001, dash-dot lines to 0.002,

dashed line to 0.005.

Fig. 20. The L2 errors in vorticity and scalar concentration as functions of the time step for the reacting ring problem.
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presented here is taking these extensions a step further; by implementing an accurate solution of the dif-

fusion equation, for both vorticity and conserved scalars, a compatible particle-based simulation of the

scalar transport equations, and by maintaining the coupling with the compressible flow continuity equa-

tion. The latter imposes an extra velocity field due to the density variation following the chemical reaction.

The density is computed form knowledge of the chemical species and temperature via the equation of state,

with the former evaluated from the integration of the transport equations. The source terms are integrated

at the locations of the vortex/scalar elements, and the strength of these elements is updated accordingly. The

different terms in the transport equations are treated using operator splitting, and a predictor-corrector
scheme is applied to integrate the source terms. Numerical results are used to study the convergence of the

algorithms for a reacting compressible axisymmetric problem, following studies of the incompressible

diffusion and convection–diffusion problems. For all cases attempted, careful refinement of the numerical

parameters reduced the errors and led to convergent results.

For the diffusion problem we confirm a second-order convergence for the redistribution method in which

an asymmetric core function is used, even when the formulation is limited to a first-order discretization,

assuming nonuniform distribution of the computational elements. The improvement in the order seems to

have been achieved because of the careful choice of the locations of the new elements, which guarantees almost
uniform distribution around the diffusing element. Second-order convergence is established for both the

distance between the elements and the core radius. The convection–diffusion scheme shows good accuracy,

with second-order convergence as well in both spatial resolution and core size. Results support the signifi-

cance of core overlap, d=h > 1, and are in agreement with the often-sited expression: dn þ h=dð Þld2, showing

and optimal value of 1:5 < d=h < 2. In the combustion application, a predictor corrector scheme is used to

integrate the convection–generation part of the equations, and results exhibit super linear convergence.

Extension of this work is proceeding on different fronts, including the implementation of a redistribution

method for variable diffusivity, the essence of which is the work of Shankar [18], the implementation of a
fast solver and the solution of the finite rate kinetics problem.
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